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CSE 185 Introduction to Computer Vision
Lecture 5: Interest Points

Slides credit: Yuri Boykov, Ming-Hsuan Yang, Robert Collins,
Richard Szeliski, Steve Seitz, Alyosha Efros, Fei-Fei Li, etc.



Motivation for feature points \

Many applications require
generic “discriminant” feature points with
identifiable appearance and location

(so that they can be matched across multiple images)




Harris detector: some properties \

J Rotation invariance
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Ellipse rotates but its shape (i.e. eigenvalues) remains the
same

Corner response R is invariant to image rotation




Harris detector: some properties \

J Partial invariance to affine intensity change

v" Only derivatives are used => invariance to intensity shift / — | (“bias” invariance)
+b

v Intensity scale: I — a I (“gain” invariance)

threshold / WV, w \/V \

x (image coordinatej x (image coordinatej

features locations stay the same,
but some may appear or disappear depending on gain a




Harris detector: some properties \

J Not invariant to image scale
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All points will be
classified as edges

corner

Two images of the same object taken at different scales (e.g. zoom settings)




Scale invariant detection \

JConsider windows (circles) of different sizes around a point
(At some scale it looks like a corner.

JChoose the scale of the “best” corner (scale with largest R
value)

\

edge

corner

for even larger windows
it may become an edge again



Laplacian of Gaussian (LoG) filter \

dFirst, smooth image (Gaussian filtering)
dSecond, find zero-crossings (Laplacian operator)

VA (x,0)®G(x,)=V°G(x,y)® f(x,)
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Other use of LoG: Blob detection

Lindeberg: = Feature detection with automatic
scale selection". International Journal of
Computer Vision, vol 30, number 2, pp. 77--
116, 1998.




LoG blob finding \

 LoG filter extrema locates “blobs”
(dmaxima = dark blobs on light background
dminima = light blobs on dark background
(A Scale of blob (size ; radius in pixels) is determined by the sigma
parameter of the LoG filter.

. LoGsigma=2_ LoG sigma =10



LoG blob finding

convolve
with LoG

maxima




LoG blob finding

J Key idea: Cross correlation with a filter can be viewed as
comparing a little “picture” of what you want to find against all
local regions in the image.

Maximum response: Maximum response:

dark blob on light background vertical edge; lighter on left
Minimum response: Minimum response:

light blob on dark background vertical edge; lighter on right



LoG and DoG \

 LoG can be approximated by difference of Gaussian

Best approximation when:
V2Go = Goy — Go, o, o3 =20
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Blob-like discriminant feature points\

A DoG (or a similar LoG) kernels
are used to detect blob-like features

Feature locations: extrema points for convolution with

Feature scale is still not known: '
How to find the right scale?



Gaussian pyramid \

AGaussian pyramid helps to find “optimal scale” for features
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Gaussian pyramid
AGaussian pyramid helps to find “optimal scale” for features

e.g. consider DoG

features
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(e.g. convolve w. kernel)
with image at each scale



Gaussian pyramid
AGaussian pyramid helps to find “optimal scale” for features

e.g. consider DoG

features
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(e.g. convolve w. kernel)
with image at each scale



Example

circle center -> feature location
circle radius -> feature scale



Features: location + descriptor

(INow we know how to detect (locate) interest points or features
dNext question: How to match them?

Besides location each feature point should have its signature or descriptor

Point descriptor should be: invariant  (stable to illumination and view point
changes)

distinctive (discriminant)




Common generic feature points
AMOPS, Hog, SIFT, ...

Features are characterized by location and descriptor
color any pixel RGB vector
|
edge local extrema of ||Vf H | \%2
|
MOPS corners ‘ normalized intensity patch
HOG | DOG or LOG extrema points | e Er;aient Orier—l_t;;[i\(;h\ ™~
SIFT or other interest point \_ hist "
| points | \\sogfg - /
highly
discriminative

(see Szeliski, Sec. 4.1.2)




Multi-scale oriented patches (I\/IOPS)\

Summary of main ideas:

JPatch location and orientation
Multi-scale Harris corners
dOrientation from blurred gradient => invariant to rotation

(A Descriptor vector
dSampling of intensities in a local 8x8 patch
(dBias/gain normalization => invariance to affine intensity changes

[Brown, Szeliski, Winder, CVPR’2005]




MOPS: Patch location and orientation\

(JLocation and Scale — Harris corner
JOrientation - blurred gradient

blurred

JRotation Invariant Frame eradient
Scale-space position (x, y, s) + orientation (6) TSR

-
L




Detection at multiple scales

Figure 1. Multi-scale Oriented Patches (MOPS) extracted at five pyramid levels from one of the Matier images. The
boxes show the feature orientation and the region from which the descriptor vector is sampled.




dImage content is transformed into local feature coordinates
that are invariant to translation, rotation, scale, and other
imaging parameters




SIFT Keypoint descriptor \

JEach keypoint has
dlocation
dscale
Jorientation

(Next is to compute a descriptor for the local image
region about each keypoint that is

dhighly distinctive
dinvariant as possible to variations such as changes in
viewpoint and illumination




Lowe’s keypoint descriptor \

(shown with 2 X 2 descriptors over 8 X 8)

Image gradients Keypoint descriptor

In experiments, 4x4 arrays of 8 bin histogram is used,
a total of 128 features for one keypoint




Lowe’s keypoint descriptor \

Juse the normalized region about the keypoint

Jcompute gradient magnitude and orientation at each
point in the region

Jweight them by a Gaussian window overlaid on the circle

create an orientation histogram over the 4 X 4 subregions
of the window

(14 X 4 descriptors over 16 X 16 sample array were used in
practice. 4 X 4 times 8 directions gives a vector of 128
values.




Use for SIFT \

JFeature points are used also for:
dIimage alighnment (homography, fundamental matrix)
13D reconstruction (e.g. Photo Tourism)
JMotion tracking
(JObject recognition
dIindexing and database retrieval
(JRobot navigation
... many others

[ Photo Tourism: Snavely et al. SIGGRAPH 2006 |




