
Attention and Transformer

Some sides from James Hays, Justin Johnson



Scene Understanding



Context is important



Language understanding

… serve …



Language understanding

… great serve from Djokovic …



Language understanding

… be right back after I serve these salads …





So how do we fix these problems?



Slide Credit: Frank Dellaert https://dellaert.github.io/19F-4476/resources/receptiveField.pdf



Dilated Convolution

Figure source: https://github.com/vdumoulin/conv_arithmetic



Sequence 2 Sequence models in language

Source: https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html

Problem: Input sequence bottlenecked through fixedsized context vector.



How to model global context and large receptive filed/sequence?



Outline

● Recurrent Neural Network (RNN)
● Attention and Transformer
● Vision Transformer for Image Classification



Recurrent Neural Network



Recurrent Neural Network



Recurrent Neural Networks



Sequence-to-Sequence with RNNs

x1

we are eating

x2 x3

h1 h2 h3

bread

x4

h4

Input: Sequencex1,…xT
Output: Sequencey1,…,yT’

Encoder:ht=fW(xt, ht-1)

Sutskever et al, “Sequence to sequence learningwith neural networks”, NeurIPS 2014



Sequence-to-Sequence with RNNs

x1

we are eating

x2 x3

h1 h2 h3 s0

bread

x4

h4

c

Encoder:ht=fW(xt, ht-1)

Sutskever et al, “Sequence to sequence learningwith neural networks”, NeurIPS 2014

Input: Sequencex1,…xT
Output: Sequencey1,…,yT’

Fromfinal hiddenstate predict:
Initial decoder state s0
Context vector c (often c=hT)



s1

Sequence-to-Sequence with RNNs

x1

we are eating

x2 x3

h1 h2 h3 s0

[START]

y0

y1

bread

x4

h4

estamos

c

Input: Sequencex1,…xT

Encoder:ht=fW(xt, ht-1)

Output: Sequencey1,…,yT’

Fromfinal hiddenstate predict:
Initial decoder state s0

Decoder:st=gU(yt-1, st-1, c)

Context vector c (often c=hT)

Sutskever et al, “Sequence to sequence learningwith neural networks”, NeurIPS 2014



s1

Sequence-to-Sequence with RNNs

x1

we are eating

x2 x3

h1 h2 h3 s0 s2

[START]

y0 y1

y1 y2

bread

x4

h4

estamos comiendo

estamos

c

Input: Sequencex1,…xT

Encoder:ht=fW(xt, ht-1)

Output: Sequencey1,…,yT’

Fromfinal hiddenstate predict:
Initial decoder state s0

Decoder:st=gU(yt-1, st-1, c)

Context vector c (often c=hT)

Sutskever et al, “Sequence to sequence learningwith neural networks”, NeurIPS 2014



s1

Sequence-to-Sequence with RNNs

x1

we are ea5ng

x2 x3

h1 h2 h3 s0 s2

[START]

y0 y1

y1 y2

bread

x4

h4

estamos comiendo pan [STOP]

comiendo pan

y2 y3

estamos

s3 s4

y3 y4

c

Input: Sequencex1,…xT

Encoder:ht=fW(xt, ht-1)

Output: Sequencey1,…,yT’

Fromfinal hiddenstate predict:
Initial decoder state s0

Decoder:st=gU(yt-1, st-1, c)

Context vector c (often c=hT)

Sutskever et al, “Sequence to sequence learningwith neural networks”, NeurIPS 2014



s1

Sequence-to-Sequence with RNNs

x1

we are eating

x2 x3

h1 h2 h3 s0 s2

[START]

y0 y1

y1 y2

bread

x4

h4

estamos comiendo pan [STOP]

comiendo pan

y2 y3

estamos

s3 s4

y3 y4

c

Input: Sequencex1,…xT

sizedvector. What if T=1000?
Sutskever et al, “Sequence to sequence learningwith neural networks”, NeurIPS 2014

Encoder:ht=fW(xt, ht-1)

Output: Sequencey1,…,yT’

Fromfinal hiddenstate predict:
Initial decoder state s0

Decoder:st=gU(yt-1, st-1, c)

Context vector c (often c=hT)

Problem: Input sequence 
bottlenecked through fixed-



Sequence 2 Sequence models in language

Source: https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html





Attention Operation



From https://medium.com/lsc-psd/introduction-of-self-attention-layer-in-transformer-fc7bff63f3bc



From https://medium.com/lsc-psd/introduction-of-self-attention-layer-in-transformer-fc7bff63f3bc





Waysof Processing Sequences

x1 x2 x3

y1 y2 y3

x4

y4

K3

K2

K1 E1,1 E2,1 E3,1

A1,2
A1,1

A2,2

A2,1

A1,3 A2,3 A3,3
A3,2
A3,1

V3

V2
V1

Product(→), Sum(↑)

Softmax(↑)

E1,3 E2,3 E3,3
E1,2 E2,2 E3,2

Y1 Y2 Y3

Q1

X1

Q2

X2

Q3

X3

Recurrent Neural Network Self-Attention

WorksonOrdered Sequences
(+) Goodat long sequences: After
one RNNlayer, hT ”sees” the whole 
sequence
(-) Not parallelizable: need to
compute hidden states sequentially

WorksonSetsof Vectors
(-) Good at long sequences: after one
self-attention layer, each output 
“sees” all inputs!
(+) Highly parallel: Eachoutput can
be computed in parallel
(-) Very memory intensive



Bahdanauet al, “Neuralmachine translaAonby jointly learning to alignand translate”, ICLR2015

Slide from Justin Johnson

Visualizeattention weightsat,i
Example: English to French
translation

Input: “The agreement on the
European Economic Area was
signedinAugust1992.”

Output: “L’accordsur la zone 
économiqueeuropéenne a été
signéenaoût1992.”

Sequence-to-Sequencewith Attention



Sequence-to-Sequencewith RNNsand Attention

Example: English to French 
translation

Input: “The agreement on the 
EuropeanEconomicArea was 
signed in August 1992.”

Visualizeattention weightsat,i

Diagonal attention means 
words correspond in order

Output: “L’accordsur la zone 
économiqueeuropéenne a 
été signéen août 1992.”

Diagonal attention means 
wordscorrespond in order

Bahdanauet al, “Neuralmachine translaAonby jointly learning to alignand translate”, ICLR2015

Slide from Justin Johnson



Example: English to French 
translation

Input: “The agreement on the
European Economic Area was
signed in August 1992.”

Visualize attention weightsat,i

Attention figuresout 
different word orders

Diagonal attention means 
words correspond in order

Output: “L’accordsur la zone 
économique européenne a 
été signéen août 1992.”

Diagonal a)en+on means 
words correspond in order

Bahdanauet al, “Neuralmachine translaAonby jointly learning to alignand translate”, ICLR2015

Sequence-to-Sequencewith RNNsand Attention

Slide from Justin Johnson



Example: English to French 
translation

Input: “The agreement on the
European Economic Area was
signed in August 1992.”

Output: “L’accordsur la zone 
économique européenne a 
été signé en août 1992.”

Visualizeattention weightsat,i

A)en+on figuresout 
different word orders

Diagonal attention means 
words correspond in order

Diagonal a)en+on means 
words correspond in order

Bahdanauet al, “Neuralmachine translaAonby jointly learning to alignand translate”, ICLR2015

Verb conjuga+on

Sequence-to-Sequencewith RNNsand Attention

Slide from Justin Johnson



Multi-head attention



CrossvsSelfAttention
• CrossAttention

• Key, and Value from one set of tokens
• Query from another set of tokens
• E.g. words in one language pay

attention to words in another.

• Self Attention
• Key, Value, and Query from the same set of tokens



FromAttention to TransformerBlock
• A transformer block has

• SelfAttention
• information exchange between tokens

• Feed forward network
• Information transform within tokens
• E.g. a multi-layer perceptron with 1hidden layer
• GeLUactivation is commonly used.

• Normalization (Layer normalization)

• Atransformer model contains N x transformer 
block

Slide from Binxu Wang



Transformer Architecture











Vision Transformer (ViT) vs ResNets

BiT = ResNet152x4

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

ResNet-152x4

B = Base
L = Large
H= Huge

/32, /16, /14 is patch 
size; smaller patch 
size is a bigger model 
(more patches)



Vision Transformer (ViT) vs ResNets

BiT = ResNet152x4

Recall: ImageNet 
dataset has 1k 
categories, 1.2M 
images

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

When trained on 
ImageNet, ViT 
models perform 
worse than ResNets

ResNets

B = Base
L = Large
H= Huge

/32, /16, /14 is patch 
size; smaller patch 
size is a bigger model 
(more patches)



Vision Transformer (ViT) vs ResNets

ImageNet-21k has 
14M images with 21k 
categories

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

If you pretrain on 
ImageNet-21k and 
fine-tune on 
ImageNet, ViT does 
better: big ViTsmatch 
big ResNets

ResNets

B = Base
L = Large
H= Huge

/32, /16, /14 is patch 
size; smaller patch 
size is a bigger model 
(more patches)



Vision Transformer (ViT) vs ResNets

ResNets

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

JFT-300M is an 
internal Google 
dataset with 300M 
labeled images

If you pretrain on 
JFTand finetune on 
ImageNet, large 
ViTsoutperform 
large ResNets

B = Base
L = Large
H= Huge

/32, /16, /14 is patch 
size; smaller patch 
size is a bigger model 
(more patches)



Vision Transformer (ViT) vs ResNets

ResNets

JFT-300M is an 
internal Google 
dataset with 300M 
labeled images

If you pretrain on 
JFTand finetune on 
ImageNet, large 
ViTsoutperform 
large ResNets

ViT: 2.5k TPU-v3 core 
days of training

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

ResNet: 9.9k TPU-v3 
core days of training

ViTsmake more 
efficient use of GPU
/ TPUhardware 
(matrix multiply is 
more hardware-
friendly than conv)



Attention and Transformer

• Sequence to sequence network with RNN
• Attention module and Transformer network
• Vision Transformer vs CNN for Image Classification


